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#### Abstract

A desirable characteristic of PI3K inhibitors is their selectivity. Up to now, there has been no report that describes the 3 D-structure differences between two PI3Ks ( $\delta$ and $\gamma$ ) and applies them to designing selective compounds. In the present study, we used an approach combining protein-structure modeling, GRID/PCA (Principal Component Analysis) and docking methods to investigate the detail interactions of the two PI3Ks with various chemical groups. At first, we constructed a 3 D model of the PI3K $\delta$ catalytic subunit with the program Modeller 7.0 based on the high resolution X-ray structure of the PI3K $\gamma$ catalytic subunit, and then employed GRID and PCA to reveal the most relevant structural and physicochemical differences between the two PI3Ks related to their selectivity. As a result, the analysis unveiled the most important regions on the two PI3Ks that should be taken into account for the design of selective inhibitors. Finally, based on activity data of $10 \mathrm{PI} 3 \mathrm{~K} \delta$-selective compounds, a docking study validated the results of the GRID/PCA method, which suggested that the approach could provide clear guidelines for selective drug design.
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## Introduction

Phosphoinositide 3-kinases (PI3Ks) catalyze the phosphorylation of the $3-\mathrm{OH}$ group of phosphatidyl myoinositol (PtdIns) lipids to generate different 3'-phosphorylated lipid products that act as secondary messengers. PI3Ks were found to play important roles in many of biological processes, such as cell survival and proliferation, cell motility and adhesion, cytoskeletal rearrangement and vesicle trafficking [1, 2]. There are three major classes of PI3Ks (Classes I, II and III), based on their sequences and substrate specificities. Class I PI3Ks are further divided into Class IA and IB according to their regulatory subunit. Class IA enzymes ( $\alpha, \beta$, and $\delta$ ) have a p85 regulatory subunit containing two SH2 domains and a p110 catalytic subunit, whereas the Class IB enzyme (PI3K $\gamma$ ) has a p101 subunit, which is required for maximal $\mathrm{G} \beta \gamma$-stimulated formation of $\mathrm{PIP}_{3}[3,4]$, and a p110 catalytic subunit.

In the past several years, two PI3Ks ( $\delta$ and $\gamma$ ) have sparked a great deal of interest among immunologists and pharmaceutical companies. Macrophages and neutrophils from PI3K $\gamma$-knockout mice show reduced motility in vitro and in vivo models of inflammation, as well as an impaired respiratory burst [5-7]. PI3K $\gamma$-deficient mice also show resistance to thromboembolism [8]. On the other hand, the p110 0 -mutant mice suggest that PI3K $\delta$ is the principal isomer responsible for B cell antigen receptor-induced PI3K signaling in B lymphocyte [9-11]. Moreover, the defects in peripheral T lymphocyte of p 1108 -mutant mice demonstrate that $\mathrm{PI} 3 \mathrm{~K} \delta$ plays a role in the differentiation and survival of effector and memory T cells [11]. In addition, the lipid products resulting from PI3K activity are elevated in certain tumors [12, 13]. The above facts show that the two PI3Ks play different roles in organisms except for their commonness, hence isomer ( $\gamma$ or $\delta$ ) -selective inhibitors have attracted more attention. Recently, patents described some PI3K inhibitors, including PI3K $\delta$-selective compounds [14-16], whose structures and activities on the two PI3Ks are listed in Table 1. However, reports on the selectivity of PI3Ks are not comprehensive. Moreover, no $\operatorname{PI} 3 \mathrm{~K} \gamma$-selective inhibitor has been reported until now.

Table 1 Chemical structures of $\mathrm{PI} 3 \mathrm{~K} \delta$-selective quinazoline derivatives and their activities ${ }^{\text {a }}$


| Code | $\mathrm{R}_{1}$ | $\mathrm{R}_{2}$ | $\mathrm{R}_{3}$ | IC50 $(\mu \mathrm{m})$ | Gamma/ |  |
| :--- | :--- | :--- | :--- | :--- | :---: | :--- |
|  |  |  | PI3K $\delta$ | PI3K $\gamma$ |  |  |
| Delta Ratio |  |  |  |  |  |  |

${ }^{\text {a }}$ Above compound were taken from Reference [16]

Thus it is essential to elucidate the essence of selectivity of the two PI3Ks with an established methodology. To date, six X-ray crystal structures of $\mathrm{PI} 3 \mathrm{~K} \gamma$ complexed with ligands have been reported [17]. The ligands include ATP, wortmannin, Ly294002, quercetin, myricetin, and staurosporine. All these ligands bind to $\mathrm{PI} 3 \mathrm{~K} \gamma$ at the same place. But the X-ray crystal structure of $\mathrm{PI} 3 \mathrm{~K} \delta$ is still unknown. Sequence comparison of PI3Ks and the complex of ATP/PI3K $\gamma$ indicated structural similarity among PI3Ks, which revealed a common catalytic domain of PI3Ks with the most conserved region as its core, and ATP's binding to the conserved region [18]. Thus, we selected this region as the ligand-binding pocket (LBP) of the two PI3Ks.

The objective of this paper is to characterize multivariately the interactions between ligands and the two PI3Ks in order to identify the most selective chemical groups incorporated in novel inhibitors and to exploit the most relevant regions of the two PI3Ks for selective interaction. We used an approach combining protein structure modeling, GRID [19] / PCA [20, 21] and docking methods to investigate the detail interactions of the two PI3Ks with chemical groups. First, taking the crystal structure of $\mathrm{PI} 3 \mathrm{~K} \gamma$ as template, homology modeling and molecular mechanics simulation were used to build the 3 D model of the human PI3K $\delta$ catalytic subunit. Second, the important regions contributing to the two PI3Ks' selectivity were explored with GRID/PCA. Finally, the results of PCA were validated by a molecular docking study on a series of PI3K $\delta$-selective compounds. The approach gains an advantage over current research methods of isomer-selective

PI3K inhibitors. A previous study [16] synthetized hundreds of compounds to search effectively for PI3K $\delta$-selective inhibitors, but our approach does not require the synthesis of many compounds. In addition, the general results obtained by our approach can be applied to all kinds of PI3K inhibitors. However, those obtained by the traditional method are effective only for a certain type of inhibitors.

## Materials and methods

## Structure modeling of human PI3K $\delta$

The amino-acid sequence of human PI3K $\delta$ catalytic subunit was obtained from the Swiss-Prot database [22]. Sequence-homology searches were carried out using the BLAST algorithm [23] against the Protein Data Bank [24]. Then, target-template sequence alignment was created with the CLUSTALW algorithm [25].

The 3 D model of human PI3K $\delta$ catalytic subunit was built up using the crystal structure of the $\mathrm{PI} 3 \mathrm{~K} \gamma$ catalytic subunit (PDB code: 1E7U) as template with the program Modeller7.0 [26]. Each model generated was subjected to various cycles of Modeller, and then the model with the lowest energy was once more subjected to conjugate gradient minimization with the GROMACS 3.0 package. [27] The optimized structure was validated using PROCHECK [28] and ERRAT [29].

## Preparation of the $\mathrm{PI} 3 \mathrm{~K} \gamma$ structure

There are six available crystal structures of the $\mathrm{PI} 3 \mathrm{~K} \gamma$ catalytic subunit in the Protein Databank. Here, the PI3K $\gamma$ catalytic model was constructed based on the $2.2 \AA$ X-ray crystal structure of the porcine $\mathrm{PI} 3 \mathrm{~K} \gamma$ catalytic subunit with wortmannin, entry code 1E7U. Because the porcine and human enzymes have $95.3 \%$ overall sequence homology identity and complete identity in the ATP-binding pocket [17], there is no apparent difference between the two species of PI3K $\gamma$. Water and ligand were removed, and then the enzyme was treated with AutoDockTools for Autodock [30] studies.

Superposition of the ligand-binding pockets
Here we focused on the LBPs of PI3Ks, defined as the collection of amino acids enclosed within a $6 \AA$ radius sphere around ATP. According to Reference [17] eighteen LBP amino acids shown in Table 2, which included residues known to interact with the six above ligands, were chosen. The $\alpha$-carbons of the eighteen residues were fitted with SwissPdb Viewer [31], resulting in the superposition (shown in Fig. 1) of LBPs of the two PI3Ks. The RMS deviation was $0.39 \AA$ for $18 \alpha$-carbons and the largest deviation was $0.54 \AA$ between Asp964, PI3K $\gamma$ and Asp911, PI3K $\delta$.

Table 2 Set of eighteen LBP amino acids for $\mathrm{PI} 3 \mathrm{~K} \gamma$ and PI3K $\delta$

| PI3K $\gamma$ | PI3K |
| :--- | ---: |
| Met-804 | Met-752 |
| Ala-805 | Asp-753 |
| Ser-806 | Ser-754 |
| Lys-808 | Met-756 |
| Trp-812 | Trp-760 |
| Ile-831 | Ile-777 |
| Lys-833 | Lys-779 |
| Tyr-867 | Tyr-813 |
| Ile-881 | Val-827 |
| Val-882 | Val-828 |
| Ala-885 | Ser-831 |
| Thr-886 | Asp-832 |
| Lys-890 | Asn-836 |
| Asn-951 | Asn-898 |
| Met-953 | Met-900 |
| Phe-961 | Phe-908 |
| Ile-963 | Ile-910 |
| Asp-964 | Asp-911 |

Multivariate characterization of the ligand-binding pocket with the GRID force field

The GRID program was used to calculate the energetic interactions between LBPs of the two PI3Ks (targets) and various chemical groups (probes). GRID works by defining a three-dimensional grid of points that contains LBP [19]. At those points throughout the molecule, the interaction of


Fig. 1 Superposition of the ligand-binding pockets of $\mathrm{PI} 3 \mathrm{~K} \gamma$ and РІЗК $\delta$. The picture shows the eighteen residues used for the superimposition and all PI3K $\gamma$ residues are represented by blue sticks, PI3K $\delta$ residues by yellow sticks and wortmannin by green sticks
probe with target is calculated from: $E_{\text {total }}=[b s] s u m E_{L J}+$ $[b s] \operatorname{sum} E_{H B}+[b s] \operatorname{sum} E_{Q}+S$, where $\mathrm{E}_{\text {total }}, \mathrm{E}_{\mathrm{LJ}}, \mathrm{E}_{\mathrm{HB}}, \mathrm{E}_{\mathrm{Q}}$ and S represent overall energy, Lennard-Jones interaction, hydrogen bond interaction, electrostatic interaction and entropic term, respectively. The same calculation is repeated for each point on the grid and for each probe considered. As a result, a collection of three-dimensional matrices, one for each probe-target interaction, is obtained.

Potassium counterions were added to the PI3K $\gamma$ structure (1E7U) with the program GREATER in the GRID22 package, while chlorine counterions were added to the PI3K model structure. SwissPdb Viewer was used to visualize and superpose the two PI3Ks and a $22 \times 20 \times$ $29 \AA$ grid that enclosed the above residues was selected. The main GRID runs were then carried out with a grid spacing of $1 \AA$. Non-bonded interaction energies between each protein and the 41 probes shown in Table 3 were calculated.

## Matrix generation and pretreatments

The 3 D-matrices from GRID were rearranged as onedimensional vectors. One such vector was obtained for each probe-target interaction, and the vectors were used to build a 2 D-matrix $X$, in which the rows were the probetarget interactions (the objects) and the columns were the variables that described these interactions energetically. Any positive interactions present in the X matrix were set to $0 \mathrm{kcal} \mathrm{mol}^{-1}$. Moreover, all zero variables were cancelled, which focused the work on favorable ligandtarget interaction.

Principal component analysis
Information describing the probe-target interaction was contained in the X matrix. In order to simplify the matrix we applied PCA. [20, 21] Briefly, PCA provides an approximation of the matrix $X$ in terms of a score matrix and a loading matrix. The score matrix gives a simple picture of the objects, represented by some uncorrelated new variables (the principal components, PCs) that explain the variation of the $X$ matrix. Score plots reveal the essential data patterns of the objects and here they can display clusters of objects according to the two PI3Ks and probes. The loading matrix and loading plots reveal the relation between the original variables and new PCs and here provide an interpretation in terms of LBP containing the variables most related to each PC. The PCA of the X matrix showed that the variances explained for the first two PCs were $40 \%$ and $14 \%$, respectively. Here the two PCs reflected the general variance patterns of the set.

## Preparation of ligands

The 10 quinazoline derivatives shown in Table 1 were used in the docking study. Their 3 D -structures were constructed

Table 3 Table of probes used in GRID for the ligand-binding pocket analysis

| No. | Code | Description |
| :---: | :---: | :---: |
| 1 | $\mathrm{C} 1=$ | aromatic CH group |
| 2 | C3 | methyl group |
| 3 | N : | $\mathrm{sp}^{3}$ nitrogen with lone pair |
| 4 | $\mathrm{N}:=$ | $\mathrm{sp}^{2}$ nitrogen with lone pair |
| 5 | N -: | anionic nitrogen of tetrazole |
| 6 | N:\# | sp nitrogen with lone pair |
| 7 | N1 | amide NH group |
| 8 | N1\# | sp NH group eg. Acetylene |
| 9 | N1= | $\mathrm{sp}^{2}$ cationic NH group |
| 10 | $\mathrm{NH}=$ | $\mathrm{sp}^{2} \mathrm{NH}$ group with lone pair |
| 11 | N1: | $\mathrm{sp}^{3} \mathrm{NH}$ group with lone pair |
| 12 | N1+ | $\mathrm{sp}^{2} \mathrm{NH}$ cation |
| 13 | N2 | amide $\mathrm{NH}_{2}$ group |
| 14 | $\mathrm{N} 2=$ | $\mathrm{sp}^{2}$ cation $\mathrm{NH}_{2}$ group |
| 15 | N2: | $\mathrm{sp}^{3} \mathrm{NH}_{2}$ group with lone pair |
| 16 | N2+ | $\mathrm{sp}^{3}$ cation $\mathrm{NH}_{2}$ group |
| 17 | N3+ | $\mathrm{sp}^{3}$ cation $\mathrm{NH}_{3}$ group |
| 18 | NM3 | trimethylammonium cation |
| 19 | OC2 | ether oxygen atom |
| 20 | OES | ester oxygen atom |
| 21 | O | carbonyl oxygen atom |
| 22 | $\mathrm{O}:$ | carboxy oxygen atom |
| 23 | ON | nitro oxygen atom |
| 24 | $\mathrm{O}=$ | phosphate oxygen atom |
| 25 | O- | anionic phenolate oxygen atom |
| 26 | OS | oxygen of sulfone or sulfoxide |
| 27 | O1 | aliphatic hydroxyl group |
| 28 | OH | phenolic hydroxyl group |
| 29 | F | fluorine atom |
| 30 | CL | chlorine atom |
| 31 | BR | bromine atom |
| 32 | I | iodine atom |
| 33 | COO- | ionized alkyl carboxyl group (multiatom) |
| 34 | AR.COO- | ionized aryl carboxyl group (multiatom) |
| 35 | CONH2 | alkyl amide (multiatom) |
| 36 | AR.CONH2 | aryl amide (multiatom) |
| 37 | CONHR | alkyl N-alkylamide R.COONHR (multiatom) |
| 38 | AR.CONHR | aryl N -alkylamide AR.COONHR (multiatom) |
| 39 | AMIDINE | alkylamidine R.C( $\left.\mathrm{NH}_{2}\right)_{2}$ (multiatom) |
| 40 | AR.AMIDINE | arylamidine AR.C( $\left.\mathrm{NH}_{2}\right)_{2}$ (multiatom) |
| 41 | M-DIAMINE | m-diaminobenzene (multiatom) |

with Cerius2 version 4.8, [32] followed by energy minimization with the Polak-Ribiere and conjugate-gradient methods to a root-mean-square energy gradient of $0.1 \mathrm{kcal}\left(\mathrm{mol}^{-1} \AA^{2}\right)$. The CVFF force field [33] and Gasteiger charges [34] were used throughout.

## Molecular docking

Autodock3.0.3 [30] was used for the docking study. It uses a Lamarckian Genetic Algorithm to place ligands into the

LBP of a target and then estimates the free binding energy of the ligand-target complex. Normally Autodock provides 10 candidate conformations and the one with the lowest binding energy can be regarded as the bound conformation.

All rotatable bonds of each molecule were considered in the docking process. The atom types, generations and the run numbers for LGA algorithm were properly assigned according to the requirement of the Amber force field. [35] The number of individuals in the population, maximum number of energy evaluations, maximum number of generations and docking runs were set to $150,3,000,000$, $2,700,000$ and 10 , respectively. Atomic charges were assigned as Kollman all-atom for $\mathrm{PI} 3 \mathrm{~K} \gamma$ and GasteigerMarsili for the ligands.

## Results and discussion

## 3 D model of human pi3k $\delta$ catalytic subunit

The human PI3K $\delta$ catalytic subunit has $33 \%$ sequence identity with that of porcine $\operatorname{PI} 3 \mathrm{~K} \gamma$, and the crystal structure of the $\mathrm{PI} 3 \mathrm{~K} \gamma$ catalytic subunit is the only experimentally determined structure for PI3Ks. Accordingly, its crystal structure is an appropriate template for modeling the 3 D structure of PI3Ks-family proteins. Because the crystal structures lack the N -terminal region but contain all domains shared with other PI3Ks, [18] here we modeled a fragment of the PI3K $\delta$ catalytic subunit comprising residues 106-1045. The 3 D-model of the PI3K $\delta$ catalytic subunit after energy minimization is shown in Fig. 2. PROCHECK indicated that $95 \%$ of the residues of the PI3K $\delta$ model were in the most favorable regions of the Ramachandran plot and the overall main-chain and side-chain parameters were favorable. Moreover, ERRAT demonstrated that the overall quality factor of the model was 83.5 , which exceeds its reasonable value, 75 .

The overall polypeptide topology of the PI3K $\delta$ catalytic model was similar to that of the PI3 $\mathrm{K} \gamma$ catalytic subunit. It also contained four identifiable homology regions (HRs) with high sequence similarity. These regions were the


Fig. 2 Ribbon diagram of predicted three-dimensional structure of the human PI3K $\delta$ catalytic subunit

Ras-binding domain (HR4), the C2 domain (HR3), the helical domain (HR2) and the double-lobed catalytic domain (HR1), [18] as shown in Fig. 2. In addition, the catalytic domain of the PI3K $\delta$ model also contained two segments that are essential to catalytic function: the catalytic loop (residues 890-898) and the activation loop (residues 911-935).

A sequence alignment of the two PI3Ks catalytic subunits is shown in Fig. 3, which indicates that residues composing their LBP are relatively conserved and that the two PI3Ks have a common LBP. Moreover, the RMS deviation for superposition of the $\mathrm{C} \alpha$ atoms of the PI3K $\delta$ model with those of PI3K $\gamma$ was $\sim 1.03 \AA$.

Score plots
The score plot for the PC model of the X matrix is shown in Fig. 4. In this plot the points represent single probe (listed in Table 3) -target interactions (objects). The plot shows that PC 1 distinguishes between the two PI3Ks, clustering objects into two groups, while PC 2 ranked the probes. The ability of PC 1 to distinguish between the probe-target interactions involving the two PI3Ks can be explored in several ways. First, variables with high PC 1 loadings


Fig. 4 PC 1 vs PC 2 score plot. The points in this plot represent the objects of the X matrix: the interactions of a given probe with PI3K $\gamma$ and PI3K $\delta$. Filled points ( $\uparrow$ represent probe-PI3K $\delta$ interactions. Open points $(\diamond)$ represent probe-PI3K $\gamma$ interactions
indicate regions on the LBP where the probes showed a different behavior when interacting with the two PI3Ks. These regions reveal positions where a chemical group can


Fig. 3 Sequence alignment of the two PI3Ks catalytic subunits generated by CLUSTALW (1.83). In the sequences, an asterisk ( ${ }^{*}$ ) indicates an identical or conserved residue, a colon (:) indicates a conserved substitution, a stop (.) indicates a semi-conserved substitution, a triangle $(\mathbf{\Delta})$ indicates a residue forming the ligand-binding pocket
bind loosely with one of the two PI3Ks and tightly with the other. Also, the absolute PC 1 scores are related to the ability of the groups represented to establish selective interactions. Therefore, it would be preferable to insert chemical groups with higher absolute PC 1 scores. On the other hand, PC 2 is related to nonselective ligand-target interactions. This PC ranked the probes according to their ability to interact with the common region of the LBP. Regions with high PC 2 score highlight areas where probes bind with the same strength for the two PI3Ks. There is an inverse relationship between the strength of binding and the PC 2 scores because favorable binding gives negative energies. Accordingly, those probes that bind loosely with the same areas of the two PI3Ks are in the top part of the score plot, while the probes in the bottom part of the plot interact strongly with the same areas. Further, the points stretched from the top of the score plot to the bottom, which demonstrate that the probes interact strongly with the same regions of the two PI3Ks, are interesting in terms of selectivity.

In short, selective probes are found in the bottom part of Fig. 4 and have high absolute PC 1 scores and negative PC 2 scores. For instance, when designing a novel compound, groups such as sulfone and ether (represented by probe OS and OC2 in Table 3, respectively) are not useful for improving selectivity because of their low absolute values for PC 1, shown in Fig. 4. Furthermore, they cannot increase the nonspecific affinity of compounds due to their positive values of PC 2 in their interaction with both PI3Ks. Instead, groups represented by probes in the bottom part of Fig. 4 (e.g. primary acetylene, N1\#), when properly located on the LBP, can strengthen the selectivity of interaction toward both PI3Ks. Moreover, groups with negative PC 2 scores can enhance the nonspecific affinity of compounds.


Fig. 5 PC 1 vs PC 2 loading plot. The points in this plot represent the variables of the X matrix: the positions in the grid space. The dotted lines define the areas $(\mathrm{A})$ in the plot

Table 4 Main regions involved in selective ligand recognition

| Name <br> PI3K $\gamma$ | Neighboring residues in <br> in | Neighboring residues in <br> PIK3 | Loadings <br> for PC 1 |
| :--- | :--- | :--- | :---: |
| 1 | Met-804, Ala-805 | Met-752, Asp-753 | $>0.92$ |
| 2 | Ile-881, Val-882, | Val-827, Val-828, | $>0.92$ |
|  | Ala-885 | Ser-831 |  |
| 3 | Thr-886 | Asp-832 | $>0.92$ |
| 4 | Lys-890 | Asn-836 | $>0.92$ |
| 5 | Ser-806, Lys-807, Lys- | Ser-754, Lys-755, | $<-0.92$ |
|  | 808 | Met756 |  |

## Two-dimensional loading plots

Figure 5 shows a loading plot of the PCA model. In this plot the points describe the contribution to PCs of each position in the selected grid (variables). From the above discussion, the horizontal axis represents PC 1 loadings and, the greater the horizontal spread of a point, the more relevant is the corresponding position to discrimination between the two PI3Ks. The vertical axis represents PC 2 loadings. From the loading plot, we can distinguish one type of positions (A area in Fig. 5) on the LBP that have high absolute PC 1 loading values and intermediate PC 2 loadings. According to our previous interpretation, these probes establish strong selective interactions at these positions, where adequate chemical groups would induce the selectivity of ligands.


Fig. 6 Three-dimensional structural model of the main interactions between compound D-010 (green) and the ligand-binding pocket of PI3Ks

## Regions Involved in Ligand Discrimination

The loading plot was useful for discovering regions involved in ligand discrimination. Hence, by selecting the appropriate PC 1 level, it was possible to display the most relevant regions to selective binding. These regions had an obvious interest for the design of novel compounds, as a proper chemical group in the regions would lead to enhanced selectivity.

From analysis of the loading plot, contour levels of -0.92 and 0.92 were chosen. Lower levels would produce too-confused regions, but a higher level might eliminate some important variables. According to corresponding positions of points in A area, we focused on several main regions in the LBP that were involved in selective ligand recognition. Residues associated with each region were listed in Table 4. As a result of the negative sign assigned to favorable interaction, the loading signs were somewhat inverted. In the regions with negative loadings, the interactions were favorable, with PI3K in the positive part of the score plot and vice versa. This explained why the positive points in the loading plot highlighted regions where chemical groups interact selectively with $\mathrm{PI} 3 \mathrm{~K} \delta$, while the negative ones highlighted regions where chemical groups interact selectively with $\operatorname{PI3K} \gamma$. The regions shown in Table 4 were attained by comparing their loadings for PC 1 but not the interactions, so their meaning was directly bound to the selectively of the ligand-PI3K interaction.

## Regions Contributing to Selectivity of PI3K $\delta$

Within the LBP of both PI3Ks, there existed six different residues between the two PI3Ks: Ala805, Lys808, Ile881, Ala885, Thr886, Lys890 in PI3K $\gamma$ and Asp753, Met756, Val827, Ser831, Asp832, Asn836 in PI3K $\delta$. The loading plot indicated that they were involved in strong selective ligand-target interaction. As shown in Table 4, the first four regions with positive loadings for PC 1 favorably interacted with PI3K $\delta$-selective inhibitor. Region 1 enclosed positions where probes can form hydrogen bond and salt bridge with the carboxylic side chain of Asp753, $\operatorname{PI} 3 \mathrm{~K} \delta$, with no such residue in $\mathrm{PI} 3 \mathrm{~K} \gamma$. The introduction of groups binding to Asp753, PI3K $\delta$ would lead to more selective inhibitor toward PI3K $\delta$. Region 2 was located nearby residues Ile881 and Ala885, PI3K $\gamma$. The selective region derived from the substitution by Val827 and Ser831, PI3K $\delta$. Residue Ile881, PI3K $\gamma$ has more steric hindrance than Val827, PI3K $\delta$, and probes can form hydrogen bond with the hydroxyl side chain of Ser831, PI3K , while Ala885, PI3K $\gamma$ has no such property. For selectivity, it is useful to find group that falls into the region and exploit interactions with the two pairs of residues. Region 3 involved residues Thr886, PI3K $\gamma$ and Asp832, PI3K $\delta$. The main differences of both hydrophilic residues lie in their different size and orientation of the region accessible to favorable interaction. The side chain carboxyl of Asp832, PI3K $\delta$ is exposed more than the hydroxyl of Thr886,

PI3K $\gamma$; thus, its side chain carboxyl can more easily form hydrogen bond, and the region also contributed to selectivity of PI3K $\delta$. Region 4 was nearby Lys890, PI3K $\gamma$ and Asn836, PI3K $\delta$. Lys890, PI3K $\gamma$ exhibits side chain shorter than its counterpart in $\mathrm{PI} 3 \mathrm{~K} \delta$, which caused ligand to more difficultly interact by hydrogen bond with Lys890, PI3K $\gamma$. The four regions composed a PI3K $\delta$-selective pocket. In addition, the application of the method to other PI3Ks ( $\gamma$ vs $\alpha$ and $\delta$ vs $\beta$ ) also demonstrated the role of the pocket in selectivity of PI3K $\delta$. Therefore, the pocket was helpful in improving inhibitor selectivity toward PI3K $\delta$.

## Regions Contributing to Selectivity of PI3K $\gamma$

Compared with regions contributing to the selectivity of PI3K $\delta$, regions toward PI3K $\gamma$ are scarce, which is possibly the reason why to date no $\mathrm{PI} 3 \mathrm{~K} \gamma$-selective inhibitor has been reported in the literature. Here we identified region 5 (shown in Table 4), where chemical groups prefer PI3K $\gamma$ to PI3K $\delta$. It is situated in a hydrophilic pocket and is near residues Ser806, Lys807 and Lys808, PI3K $\gamma$ (or Ser754, Lys755 and Met756, PI3K $\delta$ ). Selectivity of this region originates from substitution of Lys808, PI3K $\gamma$ by Met756, PI3K $\delta$. Hydrophobic residue Met756, PI3K $\delta$ inevitably undermines hydrophilic interactions in this region. In addition, the amide side chain of Lys $808, \mathrm{PI} 3 \mathrm{~K} \gamma$ can enforce ligand-target interactions by hydrogen bonds and salt bridges. Accordingly, region 5 is interesting for the design of a promising PI3K $\gamma$-selective inhibitor.

Interactions between quinazoline derivatives and PI3K $\gamma$

Autodock may produce several binding conformations for each inhibitor. The conformation with the lowest binding energy was selected as the most probable binding conformation. Thus, the most probable binding conformations of five known PI3K inhibitors (their complexes with PI3K $\gamma$ were available) [17] in the test set and ten quinazoline derivatives in Table 1 were attained. As a consequence, Autodock could reproduce their bound conformations in crystal structures very well. The RMS deviations for the heavy atoms were $0.92 \AA, 1.2 \AA, 1.43 \AA, 1.22 \AA$ and $1.31 \AA$ for quercetin, myricetin, wortmannin, staurosporine and Ly290,042, respectively, which indicated that the ability of Autodock3.0 to predict bound conformations of ligands is acceptable.

Docking studies on the above quinazoline derivatives showed that their bound conformations are similar. The binding model for D-010 is shown in Fig. 6 to illustrate the interactions of these derivatives with PI3Ks. The 2-adenine moiety of the quinazoline ring resides in the hydrophobic cluster surrounded by residues Ile879, Tyr867, Ile963 and Met953. The 3 -substituted moiety (represented by $\mathrm{R}_{1}$ in Table 1) interacts with a pocket consisting of residues Met804, Ala805, Ala885, Thr886 and Lys890.

## Validation of the GRID/PCA method

The 10 compounds in Table 1 are PI3K $\delta$-selective inhibitors. [16] According to the table, compounds with a different R1 and the same R2 (and R3) show distinct selectivity towards the two PI3Ks, while those with the same R1 and a different R2 (and R3) are similar in selectivity. In combination with docking studies, this indicates that selectivity of inhibitors lies in their interaction with the selective pocket validated by the GRID/PCA method. Moreover, the distinction of the ten compounds in selectivity can be well explained based on GRID/PCA and docking studies. D-039 has the best selectivity because it includes a more selective group ( sp 3 NH cation, represented by N1+ in Fig. 4). The biphenyl of D-015 and butyl of D-038 fit more deeply into the pocket than D-000, and thus they interact selectively with PI3K $\delta$ relative to D-000. D-000 includes a chlorine atom with higher absolute PC 1 value than the methoxy of D-047 and methyl of D-010, which deciphers their distinction in selectivity. Although D-022 has the same substitute R1 as D-000, it has better selectivity since the fluorine atom (R3) with low selectivity make its chlorine phenyl moiety fit better into the selective pocket. The consistency between the results of the GRID/ PCA method and experiments proved the reasonableness of the method and the results can be used for selective drug design.

## Conclusion

Homology modeling and molecular mechanics have been used to build up a 3 D model of the PI3K catalytic subunit. Based on the resulting model and the crystal structure of the $\mathrm{PI} 3 \mathrm{~K} \gamma$ catalytic subunit, we have investigated the detailed interactions between the two PI3Ks and various chemical groups with the GRID/PCA method. The results, which have been validated by docking studies on ten $\mathrm{PI} 3 \mathrm{~K} \delta$-selective compounds, provide a satisfactory explanation for their distinct selectivity. This indicates the reasonableness of the GRID/PCA method. Meanwhile, the approach revealed some potentially selective chemical groups and the most interesting regions that interact selectively with ligands and thus provide guidelines for selective drug design.
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